
Karlsruhe Brainstormers - Design PriniplesM. Riedmiller, S. Buk, A. Merke, R. Ehrmann, O. Thate, S. Dilger, A. Sinner,A. Hofmann, and L. FrommbergerInstitut f�ur Logkik, Komplexit�at und DeduktionssytemeUniversity of KarlsruheD-76128 Karlsruhe, FRGAbstrat. The following paper desribes the design priniples of dei-sion making in the Karlruhe Brainstormers team that partiipated inthe RoboCup Simulator League in Stokholm 1999. It is based on twobasi ingredigents: the priority - probability - quality (PPQ) onept is ahybrid rule-based/ learning approah for tatial deisons, whereas thede�nition of goal-orientented moves allows to apply neural network basedreinforement learning tehniques on the lower level.1 IntrodutionThe main interest behind the Karlsruhe Brainstormer's e�ort in the roboupsoer domain is to develop and to apply mahine learning tehniques in om-plex domains. Espeially, we are interested in Reinforement Learning methods,where the training signal is only given in terms of suess or failure. So our �nalgoal is a learning system, where we only plug in 'Win the math' - and our agentslearn to generate the appropriate behaviour. Unfortunately, even from very op-timisti omplexity estimations it beomes obvious, that in the soer domain,both onventional solution tehniques and also advaned today's reinforementlearning tehniques ome to their limit - there are more than (108�50)23 di�er-ent states and more than (1000)300 di�erent poliies per agent per half time. Thefollowing desribes the modular approah of the Brainstormer's team to taklethis omplex deision problem.2 The Deision ModuleThe task of the deision module is to ompute in eah time step a new basiommand (i.e. kik, turn, dash) that is sent to the server. This ommand de-pends on the urrent situation st, whih is provided by the world model module(not disussed here). As already disussed in the introdution, it is a very hardproblem to do deisions at the level of basi ommands.An obvious approah - whih is used in most of the known approahes invarious variations (e.g. [3℄) - is to introdue two levels of the deision makingproess. The lower level implements some useful basi skills of an individualplayer (for example, interept a rolling ball). In our framework, suh basi skills



are alled moves (in analogy to other strategi games as hess or bakgammon).The seond level is realized by the tatis module. Its task is to selet one ofthe moves, depending on the situation. An appropriate hoie of moves should�nally lead to suess in terms of soring a goal. Also, aspets of team play arerealized here.2.1 The MovesA move is a sequene of basi ations, that transforms a urrent situation s(0)into a new situation s(t) some time steps later. The resulting situation is oneof a set of terminal states Sf , whih might be either positive/ desired outomes(S+) or negative/ undesired situations (S�). The move ends, if either a terminalstate is reahed (s(t) 2 Sf ), or the time exeeds a ertain limit (t > tmax).For example, the move interept-ball terminates if either the ball is withinthe player's kikrange (S+) or if it enounters a situation, where it is no morepossible for the player to reah the ball (S�).Sine eah move has a learly de�ned goal, it is now possible to �nd sequenesof basi ommands, that �nally reah the de�ned goal. This an be done either byonventional programming, or, as it is the ase in our approah, by reinforementlearning methods. In both ases, it is important that the goal of a move isreasonably hosen, that means that the solution poliy is not too omplex (e.g.a move 'win that game' would be desirable but its implementation will be asomplex as the original problem).Clearly, the quality and the number of di�erent moves eventually determinesthe power of the individual player and therefore the whole team respetively.2.2 Reinforement Learning of MovesThe question now is how to implement a losed-loop poliy that, after emitting asequene of basi ommands �nally reahes the spei�ed goal of the move? Theabove move de�nition diretly allows to formulate the problem of 'programming'a move as a (sequential) Reinforement Learning (RL) problem. The generalidea of reinforement learning is that the agent is only told, what the eventualgoal of its ating is. The agent is only provided with a number of ations, thatit an apply arbitrarily. In ourse of learning, it should inrementally learn a(losed-loop) poliy, that reahes the �nal goal inreasingly better in terms of ade�ned optimization riterion. Here we apply Real-Time Dynami Programmingmethods [1℄, that solve the problem by inrementally approximating the optimalvalue funtion by repeated ontrol trials. A feedforward neural network is usedto approximate the value funtion [2℄.In the urrent version whih was used in Stokholm, the kik-move waslearned by reinforement learning. Several other teams have reported triks howto implement a kik-routine by onventional programming using various heuris-tis. The problem with this approah is that it an be very time-onsuming to�nd the right heuristis and to tune several parameters by hand. Instead, ourreinforement learning approah is muh more onvenient to handle - the work



of looking for an appropriate poliy is done by the agent/ omputer itself. Theagent is provided with a (�nite) number of basi kik ommands. The goal isde�ned in terms of a target ball diretion and a target ball veloity. The agentreeives osts for every kik ommand it uses until the ball has left its kikrange.If the ball is lost during the sequene, maximum osts our; in ase of suess,the sequene is terminated with 0 osts [2℄. This formulation results in a time-optimal poliy: the number of kiks until suessful termination is minimized.After about 2 hours of learning, the resulting poliies were quite sophistiated -similar to the proposed heuristis, the agent learned to pull the ball bak and toaelerate it several times in order to produe high speeds. It was able to learnto aelerate the ball to speeds up to 2.5 m/s. Of ourse, it is too diÆult fora single poliy (i.e. a single neural net) to manage to kik in all situations toall diretions with all imaginable veloities. Instead, the problem was dividedinto 54 subproblems; therefore the neural kik-move now is based on 54 neuralnetworks (eah of them using 4 inputs, 20 hidden and 1 output neuron).2.3 The Tatis Module and the PPQ approahThe task of the tatis module is to selet one out of the set of available moves.The diÆulty with this deision is, that in general, a omplex sequene of moveshas to be seleted, until the �nal goal is ahieved, beause normally a single movewill not lead to soring a goal. In the soer framework, this problem beomeseven worse, sine the suess also depends on the behaviour of the whole team - asuessful sequene an only be played, if all the agents involved make the orretdeisions. Although we already started some promising experiments applyingreinforement learning to this deision level also, we are still some theoretialand pratial steps away from a onvining pratial solution (other teams alsowork on this topi [3℄).For our Stokholm ompetition team, we therefore worked on a di�erentsolution for the tatis module, whih we all the priority - probability - quality(PPQ) approah. The idea origins in the observation, that some parts of theproblem an be elegantly solved by simple rules, whereas other aspets are notso easily judged. The PPQ approah tries to ombine the worlds of programmedand learned parts.Priority Classes and Qualities The moves are partitioned into a numberof lasses, e.g. the lass of goal shots, the lass of pass plays, the lass of dribblings.It is now relatively easy to de�ne a reasonable priority ordering between theselasses. For example, in our Stokholm approah, we used the following priorities:1. shoot to goal, 2. pass forward, 3. dribble, 4. pass bakward, 5. hold ball.If there are several hoies of moves within a priority lass, a quality funtiondeides whih move to hose. Coneptually, this quality funtion typially followsa very simple deision rule, for example pass to the player that is loser to thegoal.Learning of suess probabilitiesEah move has a ertain probability of suess, whih depends on the urrentsituation. The idea now is to learn this probability by a simple trial and error



training proedure. The agent is set into various situations, exeutes a ertainmove and notes the suess or failure of the move. The learning task now isto assoiate eah situation with its outome, for example in terms of a '1' forsuess and a '0' for failure. A feedforward neural network is used here to learnthe training patterns. After training, the neural network, gets a ertain situationas its input and outputs the expeted value for suess/ failure.The deision algorithmEah priority lass has a set of available moves, M(i). The algorithm worksthrough all the priority lasses, until it �nds one, where there is a move thathas a higher probability of suess than a ertain threshold. This set is alledM+(i) := fmjPNN (m) � �i;m 2 M(i)g. The threshold is seleted suh that areasonable hane of suess is given, for example �i = 0:8. If there is more thanone suh move, one of them is seleted by judging its quality. Note that this�nal judgment an be treated very relaxed, sine it already is a nearly maximaluseful move (determined by the priority of its lass) and its also very likely asuessful move (determined by its high suess probability).To guarantee termination of the algorithm, at least one lass must exist,whereM+(i) is not empty. This is done by the de�nition of a default move thatis always possible.3 ConlusionThe Stokholm version is an intermediate step within our Brainstormers' on-ept of a learning agent. The �nal goal is to have an agent, whih has learnedits fundamental deision behaviour by reinforement learning. However, untilthen a lot of work has to be done in the �eld of multi-agent RL, on Semi-Markov Deision Proesses, partially observable domains (POMDPs) and onlarge-sale RL problems. Some of very reent RL ideas have already been su-essfully realized. For example, the moves-onept is losely related to Sutton'set.al 'options'-framework [4℄. Therefore our work an be regarded as realizing andtesting some oneptual ideas in a pratial environment. The Brainstormer'sStokholm agent used an ensemble of 67 feedforward neural networks, 54 forthe neural kiking (RL) routine, and 13 as probability networks in the tatismodule.Referenes1. A. G. Barto, S. J. Bradtke, and S. P. Singh. Learning to at using real-time dynamiprogramming. Arti�ial Intelligene, (72):81{138, 1995.2. M. Riedmiller. Conepts and failities of a neural reinforement learning ontrolarhiteture for tehnial proess ontrol. Neural Computing and Appliation, 1999.3. P. Stone and M. Veloso. Team-partitioned, opaque-transition reinforement learn-ing. In M. Asada and H. Kitano, RoboCup-98: Robot Soer World Cup II.4. R. S. Sutton, D. Preup, and S. Singh. Between mdps and semi-mdps: A frameworkfor temporal abstration in reinforement learning. Arti�ial Intelligene, 1999. toappear.


